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Detection and Exclusion RAIM Algorithm against Spoofing/Replaying
Attacks

Kewei Zhang, Rashedul Amin Tuhin and Panos Papadimitratos*

Abstract Malicious attacks, notably spoofing and replaying, in addition to jamming, have been shown increasingly
practical even for attackers without high levels of sophistication. This makes malicious interference and manipulation a
significant threat for Global Navigation Satellite Systems (GNSS)-based applications. Receiver Autonomous Integrity
Monitoring (RAIM) has been widely used in safety-critical navigation applications to ensure the integrity and reliability of
the navigation function, without being designed with malicious faults in mind. Along the lines of the RAIM approach, here
we investigate an alternative method to exclude faulty pseudo-range measurements and obtain an as accurate as possible
position estimate. We propose the use of an approach that allows the receiver to classify position estimates into, roughly
speaking, those that are faulty (affected by an attacker) and those that are not. Identifying an intuitive match to GNSS-
based positioning, we propose the use of a clustering algorithm for this classification. We find that our so-called Clustering-
RAIM (CRAIM) is simple to configure and efficient in terms of computation, and our evaluation, simulating adversarial
effect, shows it can be effective without any prior assumption on the number of faulty measurements; as long as they are

the minority of the available ones.
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1. Introduction

Global Navigation Satellite Systems (GNSS) have enabled a
wide gamut of civilian applications, many of critical
importance, ranging from positioning of valuable assets,
vehicles, and individuals to time synchronization of
information systems. The importance of precise positioning
(and time synchronization) and the high stakes for many
applications expose to significant threats. The nature of GNSS,
with relatively easy to overpower signals and no security
measures for civilian applications readily available, makes a
range of attacks possible, even without exotic equipment.
Jamming attacks, i.e., intentional interference that prevents
reception, have been shown possible with simple equipment
and nowadays several commercially available receivers
provide improved resilience. Spoofing attacks, i.e., forging of
signals that alter the victim receiver's position (and navigation
solution overall), have recently been shown relatively easier to
mount. Relaying attacks [1], with the adversary recording and
retransmitting GNSS signals, can also manipulate the victim's
position by altering the estimated pseudo-ranges even if
cryptographic protection (authentication), in upcoming systems,
were available.

All these attacks essentially harm the integrity of the GNSS-
based positioning. Considering the Global Positioning System
(GPS) in particular, integrity has been long identified as an
important issue. However, this has been done at first with
benign faults (errors) in mind, e.g., signal propagation
impairments or unintentional interference. The Receiver
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Autonomous Integrity Monitoring (RAIM) technology was
proposed exactly to assess the integrity of GPS signals, the
basic idea being to use redundant satellite measurements [2]:
needing four satellites signals to obtain a navigation solution
but overall having several more satellites visible, RAIM,
simply put, obtains one solution and checks the error between
the resultant estimated pseudo-ranges and the measured ones,
for all visible satellites. Comparing this to a predefined
threshold, RAIM seeks to detect, in the form of a hypothesis
test, the erroneous signal as the one with the highest error.
More recent works, discussed in Sec. 2, have investigated and
proposed RAIM variants that assume multiple faulty signals.

Intuitively, RAIM can be seen as agnostic to the nature of
the error: one or more outlier pseudo-ranges can be caused by
malicious faults, i.e., the result of an attack (adversarial
behavior). This motivated a number of works that investigate
RAIM as a countermeasure against spoofing and jamming
attacks [5]. These and follow-up works, discussed in Sec. 2,
essentially extend conventional RAIM and seek, initially, to
detect a single offending signal, i.e., a single measurement
manipulated by an adversary. The resultant schemes either
inherit, in a sense, the challenges of the conventional RAIM,
notably the need to identify appropriate thresholds, or they
resort to more involved models and complex computations.

We are interested in a simple and efficient method to classify
position solutions, based on different subsets of available
pseudo range measurements, as ‘outlier’ or ‘inlier’ - implying
that an inlier position estimate includes only legitimate
measurements; while, inversely, an outlier includes one or
more measurement manipulated by an adversary. We are after a
method that relies on a simple assumption on and model of the
adversarial strength, and simple to set parameters. The basic
notion of GNSS-based positioning is that any position
estimation that does not include any faulty measurement will
be close to the actual one, as well as the position calculated
based on subsets of legitimate measurements. This is what
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intuitively motivates us to propose and investigate the use of a
clustering algorithm [34] to classify all possible position
estimates. The novelty of this work lies in proposing and
investigating this alternative approach in line with the RAIM
approach but originating in a different area (data bases), for
classifying position estimates and eventually sifting
measurements to exclude the faulty (adversarial) ones.

The resultant proposed here Clustering-RAIM (CRAIM)
algorithm can detect the existence of multiple manipulated
signals simultaneously, by checking the receiver’s position
consistence iteratively and then returning the average position
based on all the subsets of deemed legitimate signals (after
excluding the adversarial ones). The underlying assumption is
that the minority of the received signals are affected by the
adversary.

The paper starts with brief explanation of conventional
RAIM, followed by a concise survey of more recent work for
multiple outliers, as well as other GNSS security approaches
(which could work in parallel with CRAIM or as complement
to each other). Then, the adversary model is presented before
presented the proposed Clustering-RAIM. Finally, we illustrate
the operation and simulation results based on on-line
observation file and navigation file.

2. Related Work

2.1 Conventional RAIM

Three methods for GPS integrity mainly attracted attention:
(i) range-comparison, (ii) least-squares and (iii) parity methods.
All three methods are equivalent, yielding identical results
eventually [3]. Assuming there are five satellites in view, the
range-comparison method solves the four equations with four
satellites, and the obtained solution predicts the fifth
measurement. Then, it compares to the actual, measured value.
There is distinction for range and position comparison [9]. For
range comparison, the receiver estimates its position with four
satellites and then predicts other measurements. The predicted
values will be compared with the actual measured values to
verify the measurements consistence. After that, the receiver
detects an outlier by comparing the bias between the predicted
and the measured pseudo-range with respect to a predefined
threshold. For the position comparison method, the receiver
estimates its position with all five satellites and with all subsets
of four satellites, and then the differences between the all-
satellites solution and each of the four satellites solutions is
considered as a bias to detect an outlier.

The Least-Squares method predicts all measurements and all
errors for each satellite and then it sums the squares of all
residual errors to compare with a threshold and thus detect
whether an outlier exists. The linear measurement model for
the receiver could be written as:

y=Gx+¢ )

where x is receiver position and clock bias vector, y is the
pseudo-range measurements, G is the observation matrix and
& is the error vector. The goal is to find the residual errors

between the measured ranges € (Eg. (2)) and the predicted
ones, y , (Eq. (3)):

e=y-y 2
y=G(G'G)'G"y @

The sum of squares (SSE) of the range residual errors is
defined as a test statistic of detection failure and exclusion
(FDE): SSE =e"e.

The parity scheme, somewhat similar to the range-
comparison method, performs a linear transformation of the
measurement vector, and then it looks at the magnitude of the
partitioned vector, as per Eq. (4), where p, called the parity
vector,

Xis | (G'G)'G’
p P
is defined as the test statistic. For a given M XN matrix
G with rank N , matrix P could be found with
rank [Pl=m—-n ., PPT = 1, and PH =0 [2]. Our

approach could be classified, broadly speaking, as a position-
comparison method.

4)

2.2 RAIM for Multiple Outliers and Attack Mitigation

Recently, a few methods have been proposed to monitor for
multiple outliers. Most of them focus on two outliers [10],

among of which [11] used o —test that has limitations for
correlated test statistics as analyzed in [13]; there is also a
negative affect that good measurements could be miss-detected.
[10] analyzed the performance based on an assumed specific
number of faults; the number needs to be known in advance for
analysis. [12] calculated position solutions based on subsets of
four satellites and compares with the estimate with
pseudoranges not contributing to this solution. [12] proposed a
new multiple-hypothesis RAIM algorithm based on monitoring
the error vector itself with several consecutive epochs, but this
algorithm cannot identify errors. [14] tried to extend the
situation of dealing with single failure to multiple failures. [15]
focused on the theory of reliability of extending single outlier
to multiple outliers, but it cannot identify the number of
outliers.

As the development of clock gain and ephemeris accuracy,
and the deployment of new GNSS, high demanding phase of
flight is considered, especially for those requiring vertical
guidance. The GPS Evolutionary Architecture Study (GEAS)
outlined an Advanced RAIM concept that relies on a ground
system to provide periodic updates the nominal performance
and fault rates of the multiplicity of contributing constellations
[16]. The Integrity Support Message (ISM) [20], containing the
integrity data, is determined on the ground. It carries key
parameters used by ARAIM, including clock and ephemeris
errors for integrity and continuity, also probability density
function of the error distribution, etc.

Several works have introduced RAIM as a countermeasure
against spoofing and jamming [5], and they used the same
concept as the normal RAIM, plus considering the pseudorange
residual. [5] developed a GPS/INS integrated navigation
system to directly detect spoofing attacks, which utilizes the
redundancy of INS measurements, instead of satellites
measurements redundancy. Then [6] extended the work to



International Symposium on GNSS 2015
Kyoto, Japan.
November 16-19, 2015.

compute upper bounds on the integrity risk under the impact of
wind gust without simulating individual aircraft. [7] introduced
interacting multiple model (IMM), comparing to conventional
RAIM, to detect and identify a single interference. [8] simply
proposed RAIM as one of countermeasures and it combined
Doppler shift frequency errors and pseudo-range errors
together for a single spoofing signal.

2.3 Other GNSS Security Approaches

Here, we briefly survey other proposals in the literature
seeking to protect the GNSS-based positioning and
synchronization. [21] proposed approaches based on including
external units or internal signal analysis, such as inertial
sensors, clock offset, Doppler shift, signal relative power,
cross-correlation of L1, L2 and residual signal analysis. [24]
provided cryptographic protection for GNSS signals that
requires modification of the system structure, for instance
message authentication and signal encryption. Moreover, [27]
proposed using multi-antenna as an autonomous method to
protect receiver from the spoofing attack.

Those are orthogonal and can co-exist with the RAIM-based
approaches and accordingly our CRAIM. Simply put, an
alternative security method could for example detect an attack
and then invoke CRAIM to identify the erroneous signals. Or, a
countermeasure that rejects a specific signal could provide that
input to CRAIM, readily excluding one (or more) outlier and
then allowing CRAIM to perform computations based on the
remaining measurements (pseudo-ranges).

3. Attacker Model

We do not dwell on the exact type or category or method of
attack - in other words, we assume an attacker either with
jamming and spoofing or jamming and relaying/replaying
capabilities; the latter affecting the victim receiver even if the
navigation message contents cannot be manipulated by the
attacker. We do not elaborate, but we assume implicitly that the
adversary is sufficiently sophisticated in order to spoof or
replay signals from satellites that cannot be readily rejected by
the receiver. Rather, we abstract the effect of the attacker on the
GNSS-bhased positioning as a measurement error imposed on a
pseudo-range measurement. Consider that the GNSS receiver
computes a position (and clock offset) based on four

satellites/measurements, as those in Eq. (5), where O is the
pseudo-range measurement to the " visible satellite

vehicle, sV, (X,Y,Z)are the receiver's coordinates, and

(X;,¥;,z;) the coordinates of SV, .

P = X=X+ (Y=Y ) +(Z-2)2 +& @)

We Ietg, the measurement error, in Eq. (5), encompass the

attack effect, or more precisely, capture any error, benign and
malicious (or possibly their joint effect). In that sense, we
remain agnostic to error cause and in line with the broader
RAIM approach.

We constrain, however, the power of the adversary.

Fig. 1. lllustration on attack affecting multiple signals

3

1

Fig. 2. Subtle attacks

Assuming at any point in time there are N visible satellites
and thus pseudo-range measurements, we assume that no more
than M of those measurements can be the result of (or more
generally affected by) an attack. More specifically, we
constrain this to require at most M < N-5 adversarial (faulty)
measurements.

This limitation on the power of the adversary is necessary
because if the majority of available signals were adversarial
then there can be no guarantee of computing a position that is
not affected by the adversary. Still, this is a strong adversary
model, assuming multiple adversarial signals. The above-
mentioned assumption does not presume any method that could
alone disqualify an adversarial signal (e.g., by detecting
exceedingly high power).

The motivation of the adversary is the same as that for any
attack, to control the victim receiver's position. Without loss of
generality, Fig. 1 provides a simplified illustration with
multiple attacker-controlled measurements that shift the
perceived position of the victim (blue) to the attacker's
intended position (red).

The victim receiver could start in hot, warm or even cold
mode; this does not affect the result of our algorithm. In the
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worst case, the cold start mode, the receiver has no previous
information about any system parameter. One can actually
consider a subtle adversary, as illustrated in Fig. 2% which
‘'shifts' the victim receiver's position in relatively small steps,
gradually increases the distance to the target location. Any
detection tool along the lines of RAIM would most likely not
detect the adversarial actions if they result in very low & and

thus very low victim displacements. Broadly speaking, the
exact effect of such attack dependents on number of satellites
and their geometry, the algorithm will detect and identify them.
The exact strategy of an attacker is beyond the scope of this
paper.

4. Clustering Receiver-Autonomous Integrity
Monitoring (CRAIM)

4.1 Background

In data mining, several methods have been developed to
detect multiple outliers [29] within a data set. Among those,
clustering is a methodology to identify multiple outliers in
linear regression [30]. Clustering, strictly speaking not an
algorithm but rather is a task/technique for grouping similar
data samples, cannot be readily identified as having an optimal
instantiation or algorithm [31]: this is so because the success of
clustering highly dependents on the data and the purpose of the
investigation.

Cluster analysis takes a set of n observations for p variables,
then it calculates the similarity between these observations and
finally groups some observations into one cluster based on
inter-observation similarities. [32] pointed out that Euclidean
distance is the mostly used method to measure the similarity
because of its simplicity and efficiency. [33] surveyed several
clustering algorithms, among of which density-based clustering
is chosen in our work that groups the closest samples (high
density) to inlier and makes these points with low density as
outlier.

Density-based Spatial Clustering of Applications with Noise
(DBSCAN) [34] is a clustering method that, as illustrated in
Fig. 3, if we define the cluster size N=7 and the radius as & ,
then the blue points are grouped together. However, if we
define N=8 for the same radius, & , the method will fail finding
such cluster. When define N=8 and the radius as R, the green
point will be added to the group, then the red points will be
marked as outliers.

4.2 Our Approach

Our proposal is essentially to combine RAIM with the
DBSCAN algorithm; this results in the proposed Clustering-
RAIM (CRAIM), an algorithm to detect and identify offending
(interfering, spoofed or replayed) signals and the corresponding
pseudo-range measurements at the GNSS receivers. The

1 The black line is the actual trajectory, the adversary-
induced/'shifted' trajectory to the blue line (meters or ten
meters difference) that probably cannot be detected, yet does
not affect the receiver for most applications. However, if the
adversary tries to misguide the GNSS receiver to the red line,
all the manipulated signals would be detected when the
receiver reaches at yellow spot.

Fig. 3 DBSCAN algorithm illustration.

approach is simple to implement, not requiring any receiver
equipment modification.

The algorithm input is: (i) all available position estimation
based on all possible combinations of available pseudorange
measurements; (ii) cluster radius & (iii) number of position
estimates in a cluster, MinPoints.

The DBSCAN clustering algorithm, which is efficient even
for large data sets, operates on a relatively small number of
possible position estimates and it has low computation cost.
The parameters needed for the cluster can be set based on the
GNSS positioning notions and simple heuristics. For different
number of satellites, the MinPoints will be set according to
number of combinations, shown in Fig. 4. Those neighboring
data points will be close to each other, i.e., densely so, based on
expected benign inaccuracies of positioning. This implies one
can set a relatively small £ . As per the original paper [34], we
use a k-distance approach, i.e., the distance to the k nearest
neighbors to compute jointly & and MinPoints, which, as per
the heuristic and DBSCAN intuition, corresponds to the so-
called thinnest cluster DBSCAN outputs. To obtain values for
those parameters, we leverage in Sec. 5 the used data and
calculate indicative values without any manipulated
measurements.

Assuming that out of N visible/available signals/satellites no
more than M are adversarial (or erroneous), the steps of
CRAIM are:

1) Start by assuming there is one manipulated satellite,
i.e., that M=1; the legitimate satellites are N-M=N-1.
2) Calculate the position from K=N-2 satellites, because
there will be only one 'good' position result if K=N-1
thus making clustering meaningless. The cluster size

. ~K
isCy_u -
3) Define a CRAIM threshold, radius & , which

indicates the sought level of accuracy.
4) Based on the aforementioned threshold, use

DBSCAN to find whether a cluster of size C,tf_M
exists or not.
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5) If not, decrease K by 1, and iterate from step 2).2

6) If the results are not conclusive (no cluster of specific
size is found), reset M by increasing 1, and iterate
from step 1).

7) If the result is conclusive and a cluster is found, then
CRAIM outputs to the receiver that there are M
satellites being manipulated.

8) Then calculate the final position with the remaining
N-M signals.

Intuitively, the algorithm attempts determining for each
iteration whether a cluster of position estimates can be formed
based on a set of measurements with a progressively reduced
cardinality. If a cluster of an attempted size cannot be formed,
then it surmised that one or more of the used measurements is
(are) faulty. By increasing the presumed number of faulty
signals, M, in fact by iterating on this number, the algorithm
successively ‘removes’ a different subset of M signals and tests
if a cluster can be formed for position estimates based on the
remaining N-M signals. If so, they are deemed a set of non-
faulty measurements.

Of course, it is important to note that if the manipulation by
the attacker is subtle, within margins that result in position
estimates with in the cluster radius, then CRAIM does not
exclude those. But such limited perturbation implies the attack
or fault remains imperceptible and can only cause a mild
increase in the inaccuracy of the position. The usefulness (if
any) of such attacks and the possibility to thwart them are not
investigated here.

At the conclusion of the above-mentioned algorithm, the
number and the indices of the deemed faulty measurements
(and thus satellite signals) is determined. Having such as set,
based on the position results that produce the cluster exclude
the adversarial signals and a new position can be calculated.
This will be better explained by an example in next section.
The basic idea for exclusion is that the algorithm finds all
satellites that are used to obtain those position results being
grouped together, then examines which satellites contribute to
those position results, the rest are marked as malicious.

In terms of actual implementation, there is no need to
calculate the cluster size in real time, i.e., there is no need to
expend the power and undergo the processing delay, even
though small. The CRAIM running GNSS receiver can pre-
compute and store these values for the attempted/tested cluster
sizes in its memory (as illustrated by the Pascal Triangle in Fig.
4). At each iteration, the receiver uses values it needs, indicated
by the red line in the figure, for which the total number of
visible satellites/available signals is N.

5. Algorithm Evaluation

Evaluation setup: The GNSS data, that is, the navigation
file and the observation file, are downloaded from [35]. In
those, there are N=9 visible GPS satellites in total, with

2 Tt is more likely that it is not necessary to iterate, because
satellites with good geometry (low dilution of position) will
obtain very similar results when using, for example 6 or 7 of
them
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Fig. 4 Possible position calculations with different number of
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satellite signal, calculated with different subsets of 7 satellites
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Fig. 6 Position calculations from subsets of 6 satellites,
assuming two adversarial satellites signal.

PRN {2 56 31 10 21 12 25 29}. To emulate the attack effect,
we manipulate M=2 satellites, whose pseudo-ranges are
modified (Recall Eq. (5)). In the simulation, we increased the
pseudo-ranges of two adversarial satellites by 150m, 300m
(which is about 1 £ s delay), 600m, and 900m. Again, this is a

protocol selectable value that represents. This value is
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conservative, it might allow subtle attacks to have a signal with
a small adversarial perturbation (low valuef) clustered with
legitimate ones. But given the small effect, the position

accuracy would not be severely affect. On the other hand, if we
set & to a lower value, CRAIM might miss-detect a legitimate

signal, leaving outside
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Fig. 7 Indices of all satellites contributed to the cluster

the cluster. Inversely, if we set & to a large value, the
algorithm would lose the ability to detect the manipulated
satellites.

CRAIM operation: First, the CRAIM receiver assumes the
number of adversarial satellites M=1, thus assuming eight
legitimate satellites. The goal is for CRAIM to find those eight
satellites. Thus, it searches a cluster with DBSCAN with a
receiver defined & , corresponding to the following sets of

points (position solutions):
{cg =1, C; =8, cg =28, cg = 56, cg =70} (See the
Pascal Triangle in Fig. 4). For each value, the algorithm runs

DBSCAN to check whether it can find a cluster containing that
number of points. Clearly C§ =1 is meaningless for

clustering, thus not considered.
The receiver needs at least four satellites to calculate its

position, therefore Cg is the biggest cluster that the algorithm

needs to search. However, after this process, the algorithm fails
finding a cluster with the aforementioned number of points;
therefore it believes there is more than one adversarial satellite.
Fig. 5 shows the position results calculated using seven
satellites, in which case the cluster size is eight. However, the
algorithm cannot find a cluster containing eight position results
with the defined radius & . We can see that there is only one
point close to the real position, which is obtained with seven
legitimate satellites.

Second, the receiver will reset the number of adversarial
satellites M=2, search the cluster size with the number of

following points:{C] =1,C5 =7,C3 = 21,C; =35}. If

the algorithm still cannot find one cluster, it believes that more
than 2 manipulated satellites exist. Then, it will increase D by 1,
and redo the same process until it finds a cluster. In this case,
the receiver finds one cluster, and accordingly it believes two
satellite signals are modified, as shown in Fig. 6. The figure
shows that the algorithm can find a cluster containing seven
position results with defined radius, marked with blue color. In
fact, in order to optimize the algorithm, it is better to find a
cluster with position points calculated with more satellites that
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Fig. 8 Receiver position: real one (red), shifted one (blue)
and corrected one (green)
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Fig. 9 Constellation of satellites in the simulation

is C87 =8, C76 = 7,C§ = 6 for each iteration. The reason is

that the position will be more accurate when calculate with
more satellites.

Third, after determining the number of adversarial satellites,
CRAIM needs to identify those out of all available satellites. In
the last step, the receiver has the information of these satellites
used to calculate the positions that have been grouped as a
cluster. The indices of all the satellites are shown in Fig. 7,
which is generated when the cluster size is seven. Each row
contains the index of six satellites, which are used to calculate
one position result, and there are totally seven position results
contributing to this cluster. Then, the receiver obtains all
unique values from all the indices, which would be {1, 2, 3, 4,
5, 7, 8} that are satellite indices of the related legitimate signals.
Excluding these satellites from the set of available ones, the
indices of adversarial satellites could be identified as {6, 9},
corresponding to PRN {21 29}.

Simulation results: After identifying and excluding the
outliers, the receiver will calculate its position only based on
the remaining satellite signals, as shown in Fig. 8. The distance
between the actual position (in red) and the attack-induced
position (in blue) is 173.22 m; the distance between the actual
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position and CRAIM-corrected position (in green) is only 5.01
m, which is good enough for most applications.

Another parameter that affects the result is the constellation
of available satellites; Fig. 9 provides the constellation of
satellites in our simulation for one snapshot. We can tell that if
we remove satellites {5 12 21}, all other satellites remaining in
the upper part of the illustrated constellation give a high
geometric dilution of precision (GDOP). Then, after running
CRAIM, we can only detect and identify satellites {5 12} as
being manipulated at once. However, if satellites {2 12 29} are
manipulated, the algorithm works perfectly to identify all of
them simultaneously, because the remaining satellites were in
favorable constellation positions. An intelligent attacker would
choose to manipulate several satellites to lower the GDOP of
remaining satellites, which would then increase the workload
and prolong the processing time for the receiver until it
manages to exclude all of them. Finally, we investigated an
attacker that gradually shifts the receiver from 150 m - 900 m,
notably the performance of the receiver, in fact the positioning
accuracy. With the same observation and navigation data, we
consider 15 minutes of observation data with epoch interval of
30 seconds. Within these 15 minutes, the adversary modifies
with {150, 300, 600, 900} m separately. Based on the heuristic
result after analyzing the database with k-dist function, we find
that it can cluster all position calculations with subsets of 7
satellites when € is larger than 37 m and it can do so with
subsets of 6 satellites when € is larger than 70 m. So we
choose 50 m and 80 m for two cases in this simulation: two and
three manipulated satellites. The results are presented in Fig.
10(a) and Fig. 10(b) respectively. We can see that CRAIM can
guarantee the receiver's position accuracy to be about 15 m
with 99% confidence interval for two manipulated satellites

and about 19 m with 99% confidence interval for three
manipulated satellites, as shown in Fig. 10(c), no matter how
the adversary gradually changes the pseudoranges.

6. Discussion and Conclusion

The paper presented an approach based on RAIM and
clustering algorithms as a countermeasure against spoofing and
replaying attacks. The simulation results show that it can detect
and exclude multiple adversarial satellites signals
simultaneously, and then obtain a new position with the
legitimate signals. The algorithm has a certain limitation that it

can detect and exclude outliers simultaneously with at least six
satellites in view, because with five satellites it can only detect
an outlier, but not identify it; which is also the limitation of all
RAIM algorithms. Another limitation is that it can detect at
most (N-4-1) faults at once, which could be a problem when
operating with a single GNSS constellation and in the presence
of an adversary that can manipulate numerous satellites signals.
However, with more GNSS satellites operational, such as
Beidou, Galileo, etc., there will be around 30 available
satellites at one epoch; this would allow CRAIM to thwart
adversaries that introduce many manipulated satellite signals.
Given other works on detecting and identifying multiple
outliers with hypothesis testing, our future work will examine
and compare those algorithms to CRAIM.

We sketch how to connect the clustering radius to a tolerable
inaccuracy (error) by a user application in Appendix A.

Appendix A. Relation of Cluster Radius and
Tolerable Error

Eq. (1) gives the observation linear model in the receiver:

y=06x+¢&

where the error term & ~ N(O,W™) , W™ is a known

nonsingular covariance matrix. When there are errors in
pesudoranges measurements, the error term will be [14]

E~NEW™) ®)
where ez[O ... e 0 --- 0 g OT that

+th sth
means thel  and ] pseudoranges measurements have errors.
The receiver position estimation is

N
x=(GTWG)'G'Wy @)
Then the position residuals could be written
N
d=x-x=(G'"WG)'G'W¢& ®)
Here the receiver has a distance error upper bound 4 that the
victim can tolerate, therefore the receiver designs
d<A noalarm

©)
d>A alarm

Idea of defining the radius threshold € actually aims to
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(1) (2) (3}

Fig. 12 Three cases for design the threshold

satisfy a distance upper bound, 4 that the victim can tolerate
between the real position and positions corresponding to
satellite subsets. In Fig. 11, the maximum distance is the

distance between I‘Oand le and the maximum distance should
not be larger than the distance the receiver can tolerate. The
acceptable perturbed position, Ais defined by the receiver,
regarding to different applications.

In CRAIM, the receiver starts verifying position results of
different subsets by assuming the number of manipulated
signals from D =1, while CRAIM tries to find the cluster
with specific number of points by iterating the cluster radius,

threshold €, from 1 to €. The process starts assuming one
arbitrary point as a core point for a cluster, iterating the cluster

radius. If it cannot find a required cluster, it will move to
another point. If the algorithm cannot find one demanded
cluster by iterating all points, it will set the number of
manipulated signals toD =2, and then do the iterations again,
until it finds a cluster with specific requirement that makes the

point, for instance Pl, as the core point.

Assuming that the cluster includes all blue points (position
results calculated with different combination of satellites), and
then we can calculate the final position:

N N N
zxi ZYi Zzi
X=—"——y=- andz =—+— (10)
N N N

where N is the number of position points.

P

Assuming the farthest point is " 2, and then the requirement

Fig. 13 Two situations of case (3)

JOG=X+ (Y= y) +(z,-2)P <2 ()

The problem has basically three different cases, illustrated in
Fig. 12:
1) |_0and p, are at two sides of P ;
2) |_0and P, are at the same position;
3) |_0and p,are at one side of P ;

For the simplest case (2), we have g = 1.

For case (1), the worst is when L, P P, are at one line
andA1=2¢,501<2e=>¢&>A4/2.

For case (3), the farthest point from real position Locould be
any points, and the cluster (red dashed circle) taking red point

as core point has smaller radius than the cluster (blue circle).
Therefore, if & is small, when the algorithm tries to find a

cluster that iterates P, as core point earlier than the red point, it
cannot succeed until it picks the red point, which could
decrease the efficiency of the algorithm. However, if £ is big, it
will succeed in finding a cluster taking P, as core point if it

verifies P, earlier. But another efficiency issue is that it takes
more time to iterate from 1 to & for other points earlier than B, .
There are two situations in case (3) that is illustrated in Fig. 13.

If|_0 R p,are at one line, P is farther than other points, then

E—A< A= & <22 the left plot of Fig. 13). If L, P, p,are not

at one line (the right plot of Fig. 13), the largest € will be
obtained when 4 is defined in advance is described in the right
plot, where A° +4° =* = £ <22,

Combining the three cases, we can include all possible £ and
we can reach a conclusion: A /2 < g <2A, after considering
all situations.
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